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(57) ABSTRACT

An image processing apparatus includes an image obtaining
unit configured to obtain a plurality of images, which are
images of the same subject captured from different view-
points; an image offset correction unit configured to modify
the plurality of images obtained by the image obtaining unit
on the basis of parameters for correcting image offset and
generate a correction image for each of the obtained images;
an evaluation value calculation unit configured to calculate,
as an evaluation value, an integration value, for an entire
screen, of an error amount indicating a degree at which asso-
ciation in a parallax direction among the plurality of correc-
tion images generated by the image offset correction unit is
not possible; and an update unit configured to change a
parameter that is necessary for association in the parallax
direction among the parameters so as to update the parameter
so that the evaluation value becomes a minimum.
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FIG. 3
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FIG. 12
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IMAGE PROCESSING APPARATUS AND
METHOD, AND PROGRAM

BACKGROUND

The present disclosure relates to an image processing appa-
ratus and method, and a program. More particularly, the
present disclosure relates to an image processing apparatus
and method, and a program that are capable of easily calibrat-
ing an error due to an offset of a camera in an image-capturing
direction when a disparity image (depth image) is to be gen-
erated.

A technology of capturing an image of the same subject
from different angles by using a plurality of cameras and
generating a disparity image (depth image) on the basis of a
corresponding point search of the parallax directions of indi-
vidual images is generally becoming popular.

In general, when generating a disparity image, if an offset
between image-capturing directions of a plurality of cameras
occurs, an error will occur, and an accurate disparity image
will not be obtained. For this reason, when a disparity image
is to be generated, calibration for minimizing an error that
occurs due to an offset between the image-capturing direc-
tions of the cameras is necessary.

Regarding calibration, a technology in which, for example,
an image called a calibration pattern, which is formed from a
plan chart having a plurality of feature points for which the
position relationship has already been obtained is captured,
and calibration is performed on the basis of the image-cap-
turing result of the calibration pattern (refer to “A Flexible
New Technique for Camera Calibration™).

Furthermore, a technology in which feature points are
detected from an image used to obtain a disparity image, a
calibration parameter for specifying an image-capturing
direction, the calibration parameter being used to perform
calibration of a camera, is obtained, and calibration is per-
formed using the obtained calibration parameter, has been
proposed (refer to “Self-calibration of stereo camera,
Fumiaki TOMITA, et al.,, Information Processing, May
1990”).

SUMMARY

However, in the technology of “A Flexible New Technique
for Camera Calibration”, it is necessary to capture an image
of a calibration pattern, which takes time and effort in the user
environment, and necessary operation content is not practical
when the operation content is considered. Furthermore, ifthis
process is to be performed at the time of manufacture, the
manufacturing cost is caused to increase. In addition, guar-
antee of machine accuracy against long-term deterioration
becomes necessary, and the material cost and the assembly
cost of machine parts will increase.

In addition, in the technology of “Self-calibration of stereo
camera”, Fumiaki TOMITA, et al., Information Processing,
May 1990, since calibration greatly depends on the detection
accuracy of feature points that are obtained from an image,
the robustness of calibration is low. Furthermore, dedicated
hardware or software processing for performing feature point
detection becomes necessary separately. In a configuration in
which calibration is performed in a user environment or in a
configuration in which calibration is performed at the time of
manufacture, the cost is caused to increase.

It is desirable to enable calibration to be easily performed
by minimizing an error amount while a parameter that adjusts
an offset between image-capturing directions of a plurality of
cameras is changed when a disparity image is to be generated.

20

40

45

2

According to an embodiment of the present disclosure,
there is provided an image processing apparatus including an
image obtaining unit configured to obtain a plurality of
images, which are images of the same subject captured from
different viewpoints; an image offset correction unit config-
ured to modify the plurality of images obtained by the image
obtaining unit on the basis of parameters for correcting image
offset and generate a correction image for each of the
obtained images; an evaluation value calculation unit config-
ured to calculate, as an evaluation value, an integration value,
for an entire screen, of an error amount indicating a degree at
which association in a parallax direction among the plurality
of correction images that are generated by the image offset
correction unit is not possible; and an update unit configured
to change a parameter that is necessary for association in the
parallax direction among the parameters so as to update the
parameter so that the evaluation value becomes a minimum.

The update unit may change a shift amount, among the
parameters, at coarse intervals of pixels in a two-dimensional
direction over the entire range of the image so as to update the
shift amount to a shift amount for which the evaluation value
becomes a minimum, and further may change the shift
amount at detailed intervals of pixels in the two-dimensional
direction over a range in the vicinity of the shift amount
searched by changing the shift amount at the coarse intervals
of'pixels so as to update the shift amount to a shift amount for
which the evaluation value becomes a minimum.

The update unit may change inclination components,
among the parameters, which are perpendicular to a parallax
search direction, which is a direction of association among
the plurality of images, so as to update the inclination com-
ponents to inclination components for which the evaluation
value becomes a minimum.

The update unit may divide the inclination components,
among the parameters, in a direction perpendicular to a par-
allax search direction, which is a direction of association
among the plurality of images, and may individually change
the inclination component so as to update the inclination
components to inclination components for which the evalua-
tion value becomes a minimum.

The evaluation value calculation unit may calculate, as an
evaluation value, an integration value, for the entire screen, of
an error amount indicating a degree at which association in
the parallax direction among the plurality of correction
images that are generated by the image offset correction unit
is not possible so that contribution made by a peripheral
portion of the image is small.

The evaluation value calculation unit may calculate, as an
entire screen total sum of difference absolute value sums of
block matching, an integration value, for the entire screen, of
an error amount indicating a degree at which association in
the parallax direction among the plurality of correction
images that are generated by the image offset correction unit
is not possible, and may set a calculation result as an evalu-
ation value.

The evaluation value calculation unit may calculate, using
dynamic programming, an integration value, for the entire
screen, of an error amount indicating a degree at which asso-
ciation in the parallax direction among the plurality of cor-
rection images that are generated by the image offset correc-
tion unit is not possible, and may set a calculation result as an
evaluation value.

The evaluation value calculation unit may calculate, for
each offset amount among the plurality of correction images,
an integration value, for the entire screen, of an error amount
indicating a degree at which association in the parallax direc-
tion among the plurality of correction images that are gener-
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ated by the image offset correction unit is not possible, as an
entire screen total sum of difference absolute value sums of
block matching, and may set the local minimum value among
the calculation results, in which the offset amount is closest to
0, as an evaluation value.

The evaluation value calculation unit may calculate, at
each coarse offset interval among the plurality of correction
images, an integration value, for the entire screen, of an error
amount indicating a degree at which association in the paral-
lax direction among the plurality of correction images that are
generated by the image offset correction unit is not possible,
as an entire screen total sum of difference absolute value sums
of block matching, may search the calculation results in a
range in which the offset amount is closest to 0 and a local
minimum value is contained, and may set the local minimum
value of the entire screen total sum that is obtained in detail in
the searched range as an evaluation value.

According to another embodiment of the present disclo-
sure, there is provided an image processing method for use
with an image processing apparatus including an image
obtaining unit configured to obtain a plurality of images,
which are images of the same subject captured from different
viewpoints, an image offset correction unit configured to
modify the plurality of images obtained by the image obtain-
ing unit on the basis of parameters for correcting image offset
and generate a correction image for each of the obtained
images, an evaluation value calculation unit configured to
calculate, as an evaluation value, an integration value, for an
entire screen, of an error amount indicating a degree at which
association in a parallax direction among the plurality of
correction images that are generated by the image offset
correction unit is not possible, and an update unit configured
to change a parameter that is necessary for association in the
parallax direction among the parameters so as to update the
parameter so that the evaluation value becomes a minimum,
the image processing method including: obtaining, in the
image obtaining unit, a plurality of images, which are images
of'the same subject captured from different viewpoints; modi-
fying, in the image offset correction unit, the plurality of
images that are obtained in the process of the image obtaining
on the basis of a parameter for correcting image offset and
generating a correction image for each of the obtained
images; calculating, in the evaluation value calculation unit,
as an evaluation value, an integration value, for an entire
screen, of an error amount indicating a degree at which asso-
ciation in a parallax direction among the plurality of correc-
tion images that are generated in the process of the image
offset correction is not possible; and changing, in the update
unit, a parameter that is necessary for association in the par-
allax direction among the parameters and updating the
parameter so that the evaluation value becomes a minimum.

According to another embodiment of the present disclo-
sure, there is provided a program for causing a computer that
controls an image processing apparatus to perform process-
ing, the image processing apparatus including an image
obtaining unit configured to obtain a plurality of images,
which are images of the same subject captured from different
viewpoints, an image offset correction unit configured to
modify the plurality of images obtained by the image obtain-
ing unit on the basis of parameters for correcting image offset
and generate a correction image for each of the obtained
images, an evaluation value calculation unit configured to
calculate, as an evaluation value, an integration value, for an
entire screen, of an error amount indicating a degree at which
association in a parallax direction among the plurality of
correction images that are generated by the image offset
correction unit is not possible, and an update unit configured
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to change a parameter that is necessary for association in the
parallax direction among the parameters so as to update the
parameter so that the evaluation value becomes a minimum,
the processing including: obtaining, in the image obtaining
unit, a plurality of images, which are images of the same
subject captured from different viewpoints; modifying, in the
image offset correction unit, the plurality of images that are
obtained in the process of the image obtaining on the basis of
a parameter for correcting image offset and generating a
correction image for each of the obtained images; calculating,
in the evaluation value calculation unit, as an evaluation
value, an integration value, for an entire screen, of an error
amount indicating a degree at which association in a parallax
direction among the plurality of correction images that are
generated in the process of the image offset correction is not
possible; and changing, in the update unit, a parameter that is
necessary for association in the parallax direction among the
parameters and updating the parameter so that the evaluation
value becomes a minimum.

In an embodiment of the present disclosure, a plurality of
images, which are images of the same subject captured from
different viewpoints, are obtained, the plurality of obtained
images are modified on the basis of a parameter for correcting
image offset, individual correction images are generated, an
integration value, for an entire screen, of an error amount, the
error amount indicating a degree at which association in a
parallax direction among the plurality of generated correction
images is not possible, is calculated as an evaluation value, a
parameter that is necessary for the association in the parallax
direction among the parameters is changed, and the parameter
is updated so that the evaluation value becomes a minimum.

The image processing apparatus according to an embodi-
ment of the present disclosure may be an independent appa-
ratus, and may also be a block that performs image process-
ing.

According to an embodiment of the present disclosure,
when a disparity image (depth image) is to be generated, it
becomes possible to easily calibrate an error due to an offset
between the image-capturing directions of cameras.

BRIEF DESCRIPTION OF THE DRAWING

FIG. 1 is a block diagram illustrating an exemplary con-
figuration of a first embodiment of an image processing appa-
ratus to which the present disclosure is applied;

FIG. 2 illustrates an input image and a depth image;

FIG. 3 illustrates the configuration of a camera;

FIG. 4 illustrates the relationship of coordinates of an input
image and a correction image;

FIG. 5 illustrates parameters when an input image is cor-
rected;

FIG. 6 is a flowchart illustrating a calibration process per-
formed by the image processing apparatus of FIG. 1;

FIG. 7 is a flowchart illustrating a simplified position
adjustment process performed by the image processing appa-
ratus of FIG. 1;

FIG. 8 is a flowchart illustrating a stereo matching process
performed by the image processing apparatus of FIG. 1;

FIG. 9 illustrates a simplified position adjustment process;

FIG. 10 is a flowchart illustrating a detailed position adjust-
ment process performed by the image processing apparatus of
FIG. 1,

FIG. 11 illustrates a detailed position adjustment process;

FIG. 12 is a flowchart illustrating an inclination adjustment
process performed by the image processing apparatus of F1G.
1
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FIG. 13 illustrates an inclination adjustment process;

FIG. 14 is a block diagram illustrating an exemplary con-
figuration of a second embodiment of the image processing
apparatus to which the present disclosure is applied;

FIG. 15 illustrates the amount of optical-axis adjustment;

FIG. 16 is a flowchart illustrating a simplified position
adjustment process performed by the image processing appa-
ratus of FIG. 14;

FIG. 17 is a block diagram illustrating an exemplary con-
figuration of a third embodiment of the image processing
apparatus to which the present disclosure is applied;

FIG. 18 illustrates a stereo matching process performed by
the image processing apparatus of FIG. 17;

FIG. 19 illustrates a stereo matching process performed by
the image processing apparatus of FIG. 17;

FIG. 20 illustrates a stereo matching process performed by
the image processing apparatus of FIG. 17;

FIG. 21 is aflowchart illustrating a stereo matching process
performed by the image processing apparatus of FIG. 17,

FIG. 22 illustrates a stereo matching process performed by
the image processing apparatus of FIG. 17;

FIG. 23 illustrates a stereo matching process performed by
the image processing apparatus of FIG. 17; and

FIG. 24 illustrates an exemplary configuration of a general-
purpose personal computer.

DETAILED DESCRIPTION OF EMBODIMENTS

Hereinafter, modes for carrying out the disclosure (herein-
after referred to as embodiments) will be described. The
description will be given in the following order.

1. First Embodiment (example of case in which calibration is
performed using software program)

2. Second Embodiment (example of case in which calibration
is performed by operating hardware)

3. Third Embodiment (example of performing another stereo
matching process)

1. First Embodiment

Exemplary Configuration of Image Processing Apparatus

FIG. 1 illustrates an exemplary configuration of an
embodiment of hardware of an image processing apparatus to
which the present disclosure is applied. An image processing
apparatus 11 of FIG. 1 generates, from images that are cap-
tured by cameras 21-1 and 21-2, a disparity image (depth
image) in which the pixel value of each pixel is made to be a
value that is inversely proportional to the distance from the
image-capturing position to a subject. That is, in a case where
an image that is captured by the cameras 21-1 and 21-2 is an
image P1 such as that shown in the upper area of FIG. 2, the
image processing apparatus 11 generates a disparity image P2
such as that shown in the bottom area of FIG. 2. In the image
P1 of FIG. 2, a person, a cloud, and the sun are contained in
the image. In comparison, the disparity image P2 is such that
the fingers of the left and right hands at a position closer to the
image-capturing position on a side further toward the front
than the physical main body of'a person who is a subject in the
image P1 is displayed so as to be brighter, and the physical
main body farther than the fingers from the image-capturing
position is made to be a darker color. Then, since the cloud
and the sun, which are far from the physical body of the
person who is a subject, are sufficiently far from the image-
capturing position, they are made to be a darker color. Fur-
thermore, when the image processing apparatus 11 generates
a disparity image, the image processing apparatus 11 per-
forms calibration so that an error of the disparity image,
which occurs due to the offset between the image-capturing
directions of the cameras 21-1 and 21-2 becomes a minimum.
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More specifically, the image processing apparatus 11
includes the cameras 21-1 and 21-2, an image offset correc-
tion unit 22, a matching unit 23, and an offset adjustment unit
24. As shown in FIG. 3, for example, the cameras 21-1 and
21-2 are each set to capture an image of the same subject from
the different left and right viewpoints, and each of the cam-
eras 21-1 and 21-2 supplies the captured image to the image
offset correction unit 22. It is sufficient for the cameras 21-1
and 21-2 to have a configuration capable of performing image
capture from different viewpoints. Thus, rather than image
capture being performed from the different left and right
viewpoints as shown in FIG. 3, image capture may be per-
formed from viewpoints that are different vertically. Further-
more, since it is sufficient that the cameras 21-1 and 21-2 have
a configuration capable of performing image capture from a
plurality of different viewpoints, images from two different
viewpoints by two cameras is not necessary to be used, and a
plurality of images that are captured from three or more
viewpoints, may be used. However, in the following, the
description will be given by assuming that two cameras 21-1
and 21-2 that perform image capture from different left and
right viewpoints are used.

The image offset correction unit 22 corrects the images
supplied from the cameras 21-1 and 21-2 on the basis of the
parameter that is adjusted by the offset adjustment unit 24,
and supplies individual correction images to the matching
unit 23. In more detail, the image offset correction unit 22
includes projective transformation units 41-1 and 41-2, and a
projective transformation parameter calculation unit 42. The
projective transformation parameter calculation unit 42 cal-
culates a projective transformation parameter on the basis of
the adjustment parameter stored in an adjustment parameter
storage unit 82 of the offset adjustment unit 24, and supplies
the projective transformation parameter to the projective
transformation units 41-1 and 41-2. The projective transfor-
mation units 41-1 and 41-2 generate correction images in
which the pixel position of each pixel of the images that are
supplied correspondingly from the cameras 21-1 and 21-2 is
converted on the basis of the projective transformation
parameter, and supply the correction images to the matching
unit 23.

Specifically, the projective transformation units 41-1 and
41-2 transform, for example, images PL.1 and PR1 of FIG. 4
into images PL.2 and PR2 of FIG. 4 in accordance with a
projective transformation parameter. The image P11 of FIG.
4 is an image captured by the camera 21-1, and the image PL.2
indicates a correction image that is projectively transformed
and corrected by the projective transformation unit 41-1.
Furthermore, similarly, the image PR2 of FIG. 4 is an image
captured by the camera 21-2, and the image PR2 indicates a
correction image that is projectively transformed and cor-
rected by the projective transformation unit 41-2. That is, the
coordinates of the projective transformation destination,
which correspond to the coordinates (x_left[n], y_left[n]) of
the four apexes of the projective transformation source, are
represented as (X_left[n], Y_lefi[n]). n is an identifier that
identifies the four points of the apexes, and 0=n<3.

The rectangle of the projective transformation destination
is represented as in the following equations (1) to (4) by
setting the horizontal pixel size of the camera image to W and
the vertical pixel size thereof to H, for example, W=320 and
H=240.

(X_lefi[0], Y _left[0])=(BW, BH) o)

(X_lefi[1], Y _left[1])=(W=BW, BH) )
(X_lefi[2], Y _left[2])=(BW, H-BH) 3)

(X_lefi[3], Y _left[3])=(W-BW, H-BH) )
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Here, BW and BH denote the number of pixels from the
horizontal/vertical screen ends to the rectangle, for example,
BW=64 and BH=64. In equations (1) to (4), transformation
equations in an example in the case where the image PL.1 is
transformed into the image PL2 are basically the same as
transformation equations of transforming the image PR1 into
the image PR2. Thus, the description thereof is omitted.

Furthermore, the adjustment parameter is represented by
(AX, AY, AS0, AY0, AS1, AY1), and is a parameter for per-
forming projective transformation of each apex in the above-
mentioned image in the shape of a rectangle.

Among the adjustment parameters, AX and AY are param-
eters for correcting an offset between the camera images over
the entire screen in the horizontal direction and in the vertical
direction, respectively. For example, when offset is large in
the positive direction, AY corresponds to making the refer-
ence rectangle of the projective transformation source move
toward the lower side by AY as shown in an image PL.11 of
FIG. 5, or corresponds to making the reference rectangle of
the projective transformation source move toward the upper
areaby AY as shown in animage PR11 of FIG. 5. It is possible
for this parameter to correct for up and down offsets between
left and right images by setting AY=n in a case where, for
example, the left side of the input left and right camera images
is deviated from an ideal state downward by n pixels in the
entire image with respect to the right side. In a similar manner,
AX is a parameter that corrects for left and right offsets, as
shown in images PL.12 and PR12 of FIG. 5.

The adjustment parameters ASO, AY0, AS1, and AY1 are
parameters that cause the inclination of the upper area and the
offset of the upper area in the vertical direction to match the
inclination of the lower area and the offset of the lower area in
the vertical direction. In stereo matching of two correction
images, which will be described later, in general, if there is an
offset in the vertical direction even a little (subpixel accu-
racy), matching will not succeed, and the offset will appear as
an error. Accordingly, adjustments are performed separately
with respect to the upper area and the lower area of the image.
That is, the adjustment parameter AS0 is used to adjust the
inclination of the upper area, as shown in images PL.13 and
PR13 of FIG. 5, and the adjustment parameter AS1 is used to
adjust the inclination of the lower area, as shown in images
PL14 and PR14 of FIG. 5. Furthermore, adjustments are
performed separately between the upper area and the lower
area of the image in such a manner that by using the adjust-
ment parameter AY 0, the offset of the upper area is adjusted
as shown in images PL.15 and PR15 of FIG. 5, and by using
the adjustment parameter AY1, the offset of the lower area is
adjusted as shown in images PL.16 and PR16 of FIG. 5.

Then, the adjustment parameter (AX, AY, AS0, AS1, AY0,
AY1) in the offset adjustment unit 24 has been adjusted so that
an error in the disparity image in the matching unit 23
becomes a minimum. The coordinates (x_left[n], y_left[n])
of'the four apexes of the projective transformation source will
be represented as in the following equations (5) to (12) in
accordance with these adjustment parameters (AX, AY, ASO,
AS1,AY0, AY1) and the coordinates (X_left[n], Y_left[n]) of
the projective transformation destination.

(x_left[0], y_left[0])=(X_left[0/+AX, ¥ left[0/+AY+

AY0+AS0) )]

(x_left[1], y_lefi[1])=(X_left[1/+AX, ¥_left[1/+AY+

AY0-AS0) (6)

(x_left[2], y_left [2])=(X_left[2/+AX, ¥ left[2]+a ¥+

AY1+AS1) @]
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(x_right[0], y_right[0])=(X_right[0/-AX, Y_right[0/-

AY+AYD-ASD) ©)

(x_right[2], y_right[2])=(X_right[2/-AX, Y_right[2/-

AY+AY1-AS1) an

(x_right[3],y_right[3])=(X_right[3/-AX, ¥ right[3/-

AY+AY1+AS1) (12)

When the coordinates of the projective transformation
source and the projection destination of left and right, which
have been obtained as above, are substituted into (X, y) and
(X,Y), respectively, as in the following, the coordinates can
be expressed by the following equation (13) and equation (14)
by using the projective transformation parameters a, b, ¢, d, e,
f, g, and h.

aX +bY +c¢ (13)
= gX+hY +1

dX +eY+f (14)
= gX +hY +1

The above-mentioned equations can be modified as in the
following equation (15) when the coordinates (x, y) before
projective transformation and the coordinates (X, Y) after
projective transformation are denoted as (x,,, y,) and (X, Y,,)
(nis 0, 1, 2, or 3), respectively, and the projective transfor-
mation parameter is denoted as P=(a, b, ¢, d, e, f, g, h).

Xty 1 0 0 0 —x Xy —x1X 1 (15)
0 0 0 X yi 1 —x1X1 —-x1X, 1

X, 21 0 0 0 —xXp —x2X2 1

0 00 X2 y2 1 =X —2Xz o= 1
Xs y3 1 0 0 0 —x3X3 —x3%3 1

0 0 0 X35 y3 1 —x3X3 —x3X3 1
Xe ya 1 0 0 0 —xuXy —x4X4 1

0 0 0 Xq yo 1 —x4Xy —x4X4 1

By substituting the coordinates of x_left[n] and y_left[n]
into (X,, y,) of the above-mentioned equation (15), and by
substituting X_left[n] and Y_left [n] into (X,,,Y,,), projective
transformation parameters P can be obtained as correspond-
ing solutions of the simultaneous equation.

Hereinafter, projective transformation parameters P for the
left image and the right image, which are obtained in the
foregoing, are denoted as Pleft and Pright, respectively.

That is, on the basis of the projective transformation
parameters Pleft and Pright, which are obtained in the manner
described above, the projective transformation units 41-1 and
41-2 perform projective transformation processes in accor-
dance with equation (13) and equation (14) on the images
captured by the cameras 21-1 and 21-2, respectively, and
generate correction images. Regarding the association of the
pixel values in projective transformation, it is preferable that
in order to suppress occurrence of aliasing, pixel interpolation
using peripheral pixels in accordance with a bi-linear method,
a bi-cubic method, or the like is performed.

The matching unit 23 generates a disparity image by using
the images that are supplied from the image offset correction
unit 22, the images being captured using the cameras 21-1 and
21-2 having different viewpoints, are corrected on the basis of
the adjustment parameter. Furthermore, the matching unit 23
calculates a matching evaluation value that evaluates the error
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of the disparity image and supplies the matching evaluation
value to the offset adjustment unit 24.

In more detail, the matching unit 23 includes vertical edge
detection units 61-1 and 61-2, and a stereo matching unit 62.
The vertical edge detection units 61-1 and 61-2 perform an
edge detection filtering process on the correction images cor-
responding to the images captured by the cameras 21-1 and
21-2, respectively, so as to generate edge detection images,
and supplies them to the stereo matching unit 62. The stereo
matching unit 62 performs a stereo matching process by using
the edge detection images corresponding to the images cap-
tured by the cameras 21-1 and 21-2 so as to generate a dis-
parity image and also calculates a matching evaluation value
that evaluates the error of the disparity image.

In more detail, the stereo matching unit 62 includes a
similarity calculation unit 101, a penalty calculation unit 102,
a cost calculation unit 103, a matching evaluation value cal-
culation unit 104, and a disparity calculation unit 105. The
similarity calculation unit 101 calculates the similarity of the
two edge detection images. The penalty calculation unit 102
obtains, through calculations, a penalty with respect to a
change in the disparity between adjacent pixels. The cost
calculation unit 103 calculates a cost by adding the similarity
for each line in the horizontal direction of two edge detection
images, and the penalty. The matching evaluation value cal-
culation unit 104 calculates, as a matching evaluation value
error, the total sum of the cost for each of all the lines. The
disparity calculation unit 105 obtains a disparity of each pixel
when the cost is minimized, and outputs the disparity as a
disparity image.

The offset adjustment unit 24 updates the adjustment
parameter (AX, AY, AS0, AS1, AY0, AY1) so that the match-
ing evaluation value error becomes a minimum. In more
detail, the offset adjustment unit 24 includes an adjustment
parameter update unit 81 and an adjustment parameter stor-
age unit 82. The adjustment parameter update unit 81 obtains
a matching evaluation value error while the adjustment
parameter (AX, AY, ASO, AY0, AS1, AY1) is changed,
updates the matching evaluation value error so that it becomes
a minimum, and stores the matching evaluation value error in
the adjustment parameter storage unit 82.

In more detail, the adjustment parameter update unit 81
includes a simplified position adjustment unit 121, a detailed
position adjustment unit 122, and an inclination adjustment
unit 123. The simplified position adjustment unit 121 changes
the adjustment parameter (AX, AY) that is a parameter of the
parallax in the search direction among the adjustment param-
eters at comparatively coarse intervals of pixels with respect
to the entire range of the image, and adjusts the adjustment
parameter (AX, AY) so that the matching evaluation value
error becomes minimized. The detailed position adjustment
unit 122 changes the interval between pixels while gradually
decreasing the interval in the vicinity of the adjustment
parameter (AX, AY) obtained by the simplified position
adjustment unit 121, and adjusts in detail the adjustment
parameter (AX, AY) so that the matching evaluation value
error becomes a minimum. The inclination adjustment unit
123 adjusts the adjustment parameter (AS0, AY0, AS1, AY1)
so that the matching evaluation value error becomes a mini-
mum by repeatedly decreasing the interval of the change
gradually in the adjustment parameter (AS0, AY0, AS1, AY1)
that is a parameter in a direction perpendicular to the search
direction of the parallax from among the adjustment param-
eters in the order of the adjustment parameter
ASO—AY0—=AS1—=AY1—....

That is, in the image processing apparatus 11, by using the
adjustment parameter adjusted by the offset adjustment unit
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24, the image offset correction unit 22 corrects the images that
are captured by the cameras 21-1 and 21-2, and supplies them
as correction images to the matching unit 23. Then, the
matching unit 23 generates a disparity image by performing a
stereo matching process on the basis of the two correction
images and also calculates a matching evaluation value error.
The offset adjustment unit 24 updates the adjustment param-
eter so that the matching evaluation value error is minimized.
As aresult of this series of processes being repeated, when the
matching evaluation value error becomes a minimum, the
adjustment parameter converges, and the calibration is com-
pleted. In the following, it becomes possible to generate a
disparity image with high accuracy.

Calibration Process

Next, a description will be given, with reference to the
flowchart of FIG. 6, of a calibration process.

In step S1, the adjustment parameter update unit 81 of the
offset adjustment unit 24 initializes a base adjustment amount
(AXbase, AYbase, ASObase, AYObase, AS1base, AY1base),
which serves as a reference for the adjustment parameter (AX,
AY, AS0, AY0, AS1, AY1), to one of the values that can be
taken as an adjustment parameter. Examples of values that are
initialized include a minimum value and a maximum value in
the range that can be taken as an adjustment parameter.

In step S2, the adjustment parameter update unit 81 con-
trols the simplified position adjustment unit 121 so as to
perform a simplified position adjustment process, and obtains
a coarse adjustment parameter (AX, AY) in which the match-
ing evaluation value error is decreased in a simplified manner.
Simplified Position Adjustment Process

Here, a description will be given below, with reference to
the flowchart of FIG. 7, of a simplified position adjustment
process.

In step S21, the simplified position adjustment unit 121
defines an error minimum value error_min, initializes it, and
also initializes the adjustment variables AX', AY', AS0', AY0',
AST', and AYT' of AX, AY, AS0, AY0, AS1, and AY1, which
are adjustment parameters. More specifically, the simplified
position adjustment unit 121 may substitute a maximum
value that is considered as an error minimum value error_min,
and may set, for example, the error minimum value
error_min=0x{fffffft. In the simplified position adjustment
process, since only AX and AY among the adjustment param-
eters are handled, if only these adjustment parameters are
initialized, the other values are only necessary to be set to
predetermined values.

In step S22, the simplified position adjustment unit 121
calculates and updates the adjustment parameter (AX, AY,
AS0, AY0, AS1, AY1) by using an adjustment variable (AX',
AY', ASO', AY0', AST', AY1"), and stores the adjustment
parameter in the adjustment parameter storage unit 82. That
is, the simplified position adjustment unit 121 calculates and
updates (AX=AXbase+AX', AY=AYbase+AY",
AS0=ASObase+AS0', AY0=AYO0base+AY0', AS1=AS1base+
AST', AY1=AY1base+AY1') by adding the value of the
adjustment variable to the base adjustment amount with
regard to each of the adjustment parameters. Here, (AXbase,
AYbase, ASObase, AY0base, AS1base, AY1base) is the base
adjustment amount of the adjustment parameter (AX, AY,
AS0, AY0, AS1, AY1), respectively.

In step S23, the projective transformation parameter cal-
culation unit 42 of the image offset correction unit 22 reads
the adjustment parameter (AX, AY, AS0, AY0, AS1, AY1)
stored in the adjustment parameter storage unit 82, calculates
the projective transformation parameter P in accordance with
equation (13) and equation (14) above, and supplies them to
the projective transformation units 41-1 and 41-2.
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In step S24, the projective transformation units 41-1 and
41-2 projectively transform the images supplied from the
cameras 21-1 and 21-2 on the basis of the projective transfor-
mation parameter P, thereby generating correction images,
and supply them to the matching unit 23.

In step S25, the vertical edge detection units 61-1 and 61-2
of the matching unit 23 perform processing on the correction
images supplied from the projective transformation units
41-1 and 41-2 of the image offset correction unit 22 by using
a vertical edge detection filter, and detect vertical edges.
Then, the vertical edge detection units 61-1 and 61-2 supply
the edge detection images formed of respectively detected
vertical edges to the stereo matching unit 62.

In more detail, the vertical edge detection units 61-1 and
61-2 generate edge images, in which extraction of edge infor-
mation in the horizontal direction, which is necessary in
stereo matching is performed, in order to eliminate an influ-
ence on the difference between left and right, due to offset
components of direct current (DC) of the correction images
such that the input images, which are captured by the cameras
21-1 and 21-2, have been corrected by the image offset cor-
rection unit 22. When each pixel of the input correction image
is made to be a pixel of interest, the vertical edge detection
units 61-1 and 61-2 perform processing using a Sobel filter in
the shape of a square of 3x3 pixels with the pixel of interest
being the center. More specifically, the vertical edge detection
units 61-1 and 61-2 perform a computation, through a com-
putation shown by the following equation (16), by setting the
luminance value of the pixel of interest of the input image as
g(x, y) and the luminance value of the output image as f(x, y).

flx = (16)

4=0,1,2 i=0,1,2

{gx+i=1, y+ j— D) xh(i, )}

Here, h is, for example, a matrix expression that indicates
a Sobel filter shown by the following equation (17).

-1 0 +1
h:[—Z 0 +2]
-1 0 +1

In step S26, the stereo matching unit 62 performs a stereo
matching process by using the edge detection images corre-
sponding to the supplied images captured by the cameras
21-1 and 21-2, thereby calculating a matching evaluation
value error and generating a disparity image.

an

Stereo Matching Process

Here, a description will be given, with reference to the
flowchart of FIG. 8, of a stereo matching process.

Here, an example will be described in which disparity up to
the corresponding point of the right image among the images
captured by the cameras 21-1 and 21-2 is obtained when the
left image is used as a reference. Furthermore, the left image
is denoted as p(x, y) and the right image as q(x, y), and
disparity to be obtained is set as disparity(x, y) (O=disparity(x,
y)=d_max). d_max is the maximum value of the disparity to
be obtained, for example, d_max=63.

In step S51, the similarity calculation unit 101 calculates
similarity(X, y, d) indicating the similarity between left and
right images in accordance with the following equation (18).
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similarity(x, y, d) = (13)

ABS(p(x+i, y+)—glx+d+i,y+ )

In equation (18) that obtains the similarity(x, y, d), an
example is shown in which the difference absolute value sum
(SAD) of a luminance difference of a block area of 3x3 pixels
is used. However, the block size is not limited to this block
size. Furthermore, when the similarity(x, y, d) is to be
obtained, a calculation using a difference sum of squares
(SSD) or the like rather than a difference absolute value sum
(SAD) may be performed, where d is the offset amount in the
horizontal direction.

In step S52, the penalty calculation unit 102 calculates a
penalty of adding a constraint such that disparity(x, y) is
smoothly changed. In more detail, when disparity values of
adjacent pixels in the horizontal direction are denoted as d0
and d1, the penalty calculation unit 102 defines them as in the
following equation (19).

penalty (dg, d|)=hx|dg-d, | 19

Here, } is the weight that changes penalty in proportion to
the absolute value of the change amount of the disparity, for
example, A=5. Equation (19) is not necessary to be a propor-
tion equation, and is only necessary to be a function that
increases in accordance with the change amount of the dis-
parity(x. y).

In step S53, the cost calculation unit 103 calculates, in
accordance with the following equation (20), a cost function
when penalty(d0, dl) regarding the similarity(x, y, d)
between left and right images and the continuity of the dis-
parity value is added for each line (y=0) from x=0 to x=W-1.

COStyin(X, ¥) = 20

When x > 0:  similarity(x, disparity(x, y)) +

min
O=d=min(d+1,dmax)
{penalty(disparity(x, y), d) + costmin(x — 1, ¥)}

When x =0: similarity(x, disparity(x, y))

In step S54, the disparity calculation unit 105 calculates
equation (20) so as to calculate disparity. In more detail, in a
case where, for example, disparity from x=0 to x=W-1 is to
be obtained, the disparity calculation unit 105 obtains dispari-
ty(X, y) of each pixel by minimizing cost_min (W-1,y). This
minimizing calculation can be realized with a comparatively
small number of computations by using dynamic program-
ming. Such an example of using dynamic programming simi-
larly to the foregoing for the purpose of calculating disparity
of stereo matching is widely popular at the present time. For
stereo matching using dynamic programming, reference
should be made to, for example, Yuichi Ohta, Takeo Kanade
Stereo by Intra- and Inter-Scanline Search Using Dynamic
Programming IEEE Transactions on Pattern Analysis and
Machine Intelligence, 1985.

There are various techniques for the definition of a cost
function. However, the cost function is not limited to the
above. Another technique may be used as long as the cost
function is a function in which the cost increases in response
to the error amount as a result of the stereo matching process.

In step S55, as shown in equation (21) below, the matching
evaluation value calculation unit 104 calculates, as an evalu-
ation value error in the matching process, the total sum of
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cost_minx, y) shown by equation (20) above in all the lines,
and supplies the evaluation value error to the offset adjust-
ment unit 24.

H-1
error = Z oSty (W =1, y)

y=

@D

However, an image end portion has little statistically cor-
rect information due to loss of a corresponding point. There-
fore, the sum of the similarity and the penalty amount in units
of pixels may be obtained, the total sum thereof may be
obtained while weighting is performed over the entire screen,
and the total sum may be made to be an evaluation value.

That is, the cost(x, y) in units of pixels is represented as in
the following equation (22).

cost(x, y)=similarity(x, disparity(x, y))+penalty(dispar-
ity(x, y),disparity(x-1, ¥))

Accordingly, the matching evaluation value calculation
unit 104 performs weighting on the cost(x, y) represented by
equation (22) so that the contribution made by the screen end
portion decreases. In addition, by performing integration, a
calculation may be performed as shown in equation (23)
below. As a result of the above, it becomes possible for the
matching evaluation value calculation unit 104 to calculate a
matching evaluation value in which the contribution made by
the image end portion as a result of weighting is decreased.

22

H-1

eTTONeighted = Z weight(%){WZil weight(%) X cost(x, y)}
x=0

y=0

@23

Here, weight(a) is a weighting function, and, for example,
may be made to be a function as shown in equation (24)
below.

When 0 <a<0.l:  sinf2 x10.0a) @4
When 0.1 <a<0.9: 1.0

weight(a) = x
When 0.9 < a < 1: sin(5 x10.0(1.0 - a))

When otherwise: 0.0

Here, a of the argument denotes the position (x, y) of the
effective pixel from 0 to 1.0 along the horizontal or vertical
axis. The weighting method may be another function as long
as the function is such that the contribution made by the end
portion decreases.

In the foregoing, an example of obtaining a result of stereo
matching that obtains a correspondence for a right image by
using the left image as a reference has been described. In a
similar manner, it is possible to obtain a correspondence for
the left image by using the right image as a reference. There-
fore, by using these, the matching evaluation value calcula-
tion unit 104 denotes matching evaluation values in which left
and right are used as a reference as error_left_base and
error_right_base, respectively, defines the sum of those val-
ues as shown in equation (25) below, and may take the sum to
be a matching evaluation value. As a result of performing
stereo matching in which left and right are used as references
as described above, evaluation values of area (occlusion)
portions for which dead zones are formed with respect to each
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other and reference is difficult to be made can be added
together. Consequently, it becomes possible to further
improve characteristics as evaluation values.

error_dual=error_left base+error_right_base (25)

Here, the description returns to the flowchart of FIG. 7.

In step S27, the simplified position adjustment unit 121 of
the adjustment parameter update unit 81 in the offset adjust-
ment unit 24 determines whether or not the obtained match-
ing evaluation value error is smaller than an error minimum
value error_min at this moment. In step S27, when the match-
ing evaluation value error is smaller than the error minimum
value error_min, it is assumed that the minimum value has
been updated, and the process proceeds to step S28.

In step S28, the simplified position adjustment unit 121
stores the adjustment parameter (AX, AY, ASO, AY0, AS1,
AY1) at this time as a minimum value (AXmin, AYmin,
ASOmin, AYOmin, AS1 min, AY1min) of the adjustment
parameter. At this time, the simplified position adjustment
unit 121 updates the error minimum value error_min to the
matching evaluation value error at this moment.

On the other hand, in step S27, when the matching evalu-
ation value error is not smaller than the error minimum value
error_min, the process of step S28 is skipped.

In step S29, the simplified position adjustment unit 121
determines whether or not an unprocessed search range from
within the search range of the minimum value of the matching
evaluation value error remains, the matching evaluation value
being defined by AX' and AY' among the adjustment vari-
ables. The search range of the adjustment variables AX', AY",
ASO', AY0', AST', and AY1' will be represented as AX'min to
AX'max, AY'min to AY'max, AS0'min to AS0'max, AY0'min
to AY0'max, AS1'minto AS1'max, and AY1'min to AY1'max,
respectively. Therefore, the search ranges of the adjustment

variables AX', AY', AS0', AY (', AS1', and AY1' are defined as
AX'minsAX'sAX'max, AY'minsAY'sAY'max,
AS0'min=sAS0'sAX'max, AY0'min=sAY0'sY0'max,
AST'min=sAST'AX'max, and AY1'minsAY1'sY1'max,
respectively.

When it is determined in step S29 that the search range

remains, in step S30, the simplified position adjustment unit
121 updates the adjustment variable (AX', AY") to the unproc-
essed search range, and the process returns to step S22.

That is, for example, in the case where a pixel to be
searched for in the search range is defined as shown in FIG. 9,
apixel SL1 indicated by a circle mark in the left upper area in
the figure through to a pixel SLm are sequentially set in the
order of the arrow. At this time, if the search intervals of the
search variables AX' and AY' are denoted as AX'step and
AY'step, in AX'min to AX'mazx, the search interval is sequen-
tially updated in accordance with AX'=AX'+AX'step. When
X'max is reached, the search interval is updated in accordance
with AY'=AY"+AY'step, it is set that AX'=AX'min, identical
processing is repeated in the range of AY'min to AY'max, and
the processing is completed when X'=X'max and Y'=Y'max.

Then, when it is determined in step S29 that the search
range does not remain, the process proceeds to step S31.

In step S31, the simplified position adjustment unit 121
updates the base adjustment amount (AXbase, AYbase,
ASObase, AYObase, AS1base, AY1base) on the basis of the
minimum value (AXmin, AYmin, ASOmin, AYOmin,
AS1min, AY1min) of the adjustment parameter in the error
minimum value error_min. That is, the simplified position
adjustment unit 121 sets the base adjustment amount (AX-
base, AYbase) to the minimum value (AXmin, AYmin) of the
adjustment parameter in the error minimum value error_min,
and the processing is completed.
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That is, as a result of the above processing, over the entire
range of the image, it becomes possible to obtain a rough
position, which becomes the adjustment parameter (AX, AY)
for which the matching evaluation value error becomes a
minimum, as a base adjustment amount (AXbase, AYbase).

Here, the description returns to the flowchart of FIG. 6.

In step S3, the detailed position adjustment unit 122 of the
adjustment parameter update unit 81 performs a detailed
position adjustment process on the basis of the overall adjust-
ment parameter (AX, AY) that is obtained in a simplified
manner in the simplified position adjustment process and, in
more detail, obtains an overall adjustment parameter (AX,
AY) for which the matching evaluation value error becomes a
minimum.

Detailed Position Adjustment Process

Here, a description will be given, with reference to the
flowchart of FIG. 10, of a detailed position adjustment pro-
cess.

In step S81, the detailed position adjustment unit 122 ini-
tializes a counter r that counts a number of repetitions, which
will be described later.

In step S82, the detailed position adjustment unit 122 sets
a search range that is reduced to the vicinity of the adjustment
parameter (AX, AY) in which the error minimum value
error_min is reached in the immediately previous process.

In step S83, the detailed position adjustment unit 122
reduces the search interval of the search variables AX' and
AY' in association with the search range.

That is, in the search range of each pixel indicated by the
circle mark in the upper stage of FIG. 11, in the case where a
pixel indicated by a shaded circle mark indicates an adjust-
ment parameter AX or AY that becomes the error minimum
value error_min in a first process, in a second process, as
circle marks in the middle stage of FIG. 11 indicate, the
detailed position adjustment unit 122 decreases the interval
(AX'step or AY'step) of the search pixel, and further sets the
range in the vicinity of the pixel obtained in the first process
as a search range. Similarly, in the search range of each pixel
indicated by the circle mark of the middle stage in FIG. 11, in
the case where the pixel of a shaded circle mark indicates the
adjustment parameter AX or AY in which the error minimum
value error_min is reached in the second process, in a third
process, as indicated by circle marks of the lower stage in
FIG. 11, the detailed position adjustment unit 122 further
decreases the interval (AX'step or AY'step) of the search
pixel, and sets the range in the vicinity of the pixel that is
searched for at the second time as a search range.

The processing of steps S84 to S92 is the same as the
processing of steps S22to S30 of F1G. 7. Thus, the description
thereof is omitted.

That is, as a result of the processing of steps S84 to S92,
when the search range and the change in the search variables
are reduced, and the adjustment parameter (AX, AY) in which
the matching evaluation value error becomes the error mini-
mum value error_min is obtained, the process proceeds to
step S93.

Instep S93, the detailed position adjustment unit 122 deter-
mines whether or not the counter r of the number of repeti-
tions has become a predetermined number of times, the
search range and the change in the search variables are
reduced by a predetermined number of times, and the adjust-
ment parameter (AX, AY) in which the matching evaluation
value error becomes the error minimum value error_min has
been obtained. When it is determined in step S93 that, for
example, the number of repetitions is not a predetermined
number of times, in step S94, the detailed position adjustment
unit 122 increments the counter r by 1, and the process returns
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to step S82. That is, the processing of steps S82 to S94 is
repeated the predetermined number of times. Then, when it is
determined in step S93 that the processing has been repeated
the predetermined number of times, the process proceeds to
step S95.

In step S95, the detailed position adjustment unit 122
updates the base adjustment amount (AXbase, AYbase,
ASObase, AYObase, AS1base, AY1base) on the basis of the
minimum value (AXmin, AYmin, ASOmin, AYOmin,
AS1min, AY1min) of the adjustment parameter in the error
minimum value error_min. That is, the detailed position
adjustment unit 122 sets the base adjustment amount (AX-
base, AYbase) as the minimum value (AXmin, AYmin) of the
adjustment parameter in the error minimum value error_min,
and the processing is completed.

That is, as a result of the above processing, in the range in
the vicinity in which the base adjustment amount (AXbase,
AYbase) has been obtained as the rough position, processing
in which the search range and the change in the search vari-
ables are reduced the predetermined number of times, and the
adjustment parameter (AX, AY) in which the matching evalu-
ation value error becomes the error minimum value error_min
is obtained is repeated. As a result, the adjustment parameter
(AX, AY) in which the matching evaluation value error
becomes the error minimum value error_min is obtained in
detail, making it possible to store the adjustment parameter as
the base adjustment amount (AXbase, AYbase).

Here, the description returns to the flowchart of FIG. 6.

When the adjustment parameter (AX, AY) is obtained in
detail in the detailed position adjustment process of step S3,
the process proceeds to step S4.

In step S4, the inclination adjustment unit 123 performs an
inclination adjustment process so as to obtain the adjustment
parameter (ASO, AYO0, AS1, AY1) in which the matching
evaluation value error becomes the error minimum value
error_min.

Inclination Adjustment Process

Here, a description will be given, with reference to the
flowchart of FIG. 12, of an inclination adjustment process.

In step S101, the inclination adjustment unit 123 initializes
the counter r that counts a number of repetitions, and a counter
k that identifies an adjustment parameter, which will be
described later, to 0.

In step S102, the inclination adjustment unit 123 sets the
search range that is reduced to the vicinity of the adjustment
parameter Z(k) (k=0 to 3) (=(AS0, AY0, AS1, AY1)) that
becomes the error minimum value error_min in the immedi-
ately previous process. Here, the adjustment parameter (ASO,
AY0, AS1, AY1) is represented by the adjustment parameter
Z(k) (k=010 3) by using the counter k. That is, the adjustment
parameter Z(0) is an adjustment parameter AS0. The adjust-
ment parameter Z(1) is an adjustment parameter AY0. The
adjustment parameter Z(2) is an adjustment parameter AS1.
The adjustment parameter Z(3) is an adjustment parameter
AY1. Furthermore, the search range is set with respect to each
of the adjustment parameters, and in the first process, the
search range may be the entire range of the values that can be
taken.

In step S103, the inclination adjustment unit 123 sets the
search interval of the search variables AS0', AY0', AS1', and
AY1'in association with the search range. That is, similarly to
the case in which the search interval of the above-mentioned
search range AX' and AY" has been set, the search interval is
reduced and set in association with the search range and the
number of repetitions.
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The processing of steps S104 to S112 is the same as the
processing of steps S22to S30 of F1G. 7. Thus, the description
thereof is omitted.

That is, as a result of the processing of steps S104 to S112,
when the search range and the change in the search variables
are reduced, and the adjustment parameter Z(k) in which the
matching evaluation value error becomes the error minimum
value error_min is obtained, the process proceeds to step
S113.

In step S113, the inclination adjustment unit 123 deter-
mines whether or not the counter k is 3. When it is determined
in step S113 that the counter k is not 3, in step S114, the
counter k is incremented by 1, and the process returns to step
S104.

That is, as a result of the processing of steps S104 to S114
being repeated, each time the counter k is incremented by 1,
the adjustment parameter in which the matching evaluation
value error becomes the error minimum value error_min is
switched in the order of ASO—AY0—-AS1—AY1, and is
obtained. Then, in step S113, when the counter k is k=3, that
is, when all the four types of adjustment parameters ASO,
AY0, AS1,and AY1 are obtained, the process proceeds to step
S115.

In step S115, the inclination adjustment unit 123 deter-
mines whether or not the counter r of the number of repeti-
tions has become a predetermined number of times, the
search range and the change in the search variables are
reduced a predetermined number of times, and all the four
types of adjustment parameters ASO, AY0, AS1, and AY1 in
which the matching evaluation value error becomes the error
minimum value error_min have been obtained. When it is
determined in step S115 that, for example, the number of
repetitions is not a predetermined number of times, in step
S116, the inclination adjustment unit 123 increments the
counter r that counts the number of repetitions by 1. Then, in
step S117, the inclination adjustment unit 123 increments the
counter k that identifies the adjustment parameter Z(k) by 1,
and the process returns to step S102. That is, as a result of the
processing of steps S102 to S117 being repeated, while the
adjustment parameters AS0, AY0, AS1,and AY1 are switched
in the order of ASO0—AY0—=AS1—=AY1, processing is
repeated in which the search range and the change in the
search variables are reduced, and in which the adjustment
parameter Z(k) in which the matching evaluation value error
becomes the error minimum value error_min is obtained.
Then, when it is determined in step S115 that the processing
is repeated the predetermined number of times, the process
proceeds to step s116.

In step S116, the inclination adjustment unit 123 updates
the base adjustment amount (AXbase, AYbase, ASObase,
AYObase, AS1base, AY1base) on the basis of the minimum
value (AXmin, AYmin, ASOmin, AYOmin, AS1min, AY1min)
of the adjustment parameter in the error minimum value
error_min. That is, the inclination adjustment unit 123 sets the
base adjustment amount (ASObase, AYObase, ASlbase,
AY1base) to the minimum value (ASOmin, AY 0min, AS1min,
AY1min) of the adjustment parameter in the error minimum
value error_min, and the processing is completed.

That is, when the pixels, each of which is indicated by the
shaded circle mark, is obtained as the adjustment parameters
AS0, AY0, AS1, and AY1 in which the error minimum value
error_min is reached in the first process within the search
range of each pixel indicated by the circle mark in the line
with respect to the each of the adjustment parameters ASO,
AY0, AS1, and AY1 corresponding to the first stage to the
fourth stage of the upper area of FIG. 13, the inclination
adjustment unit 123, in a second process, reduces the interval
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(AS0'step, AY 0'step, AS1'step, AY 1'step) between search pix-
els as indicated by the circle mark in the line with respect to
each of the adjustment parameters AS0, AY0, AS1, and AY1
corresponding to the first stage to the fourth stage of the lower
area of FIG. 13, and further sets the range in the vicinity of the
searched pixel to a search range.

That is, as a result of the above processing, by reducing the
search range and the change in the search variables a prede-
termined number of times in the range in the vicinity in which
the base adjustment amount (ASObase, AYObase, AS1base,
AY1base) has been obtained, the adjustment parameter (ASO,
AY0, AS1, AY1)in which the matching evaluation value error
becomes the error minimum value error_min can be repeat-
edly obtained. As a result, it becomes possible to obtain in
detail the adjustment parameter (AS0O, AY0, AS1, AY1) in
which the matching evaluation value error becomes the error
minimum value error_min.

Here, the description returns to the flowchart of FIG. 6.

As aresult of the process of step S4, when the base adjust-
ment amount (AYObase, AYObase, AS1base, AY1base) is
obtained as the adjustment parameter (AS0, AY0, AS1, AY1)
in which the matching evaluation value error becomes the
error minimum value error_min, the process proceeds to step
Ss.

In step S5, the adjustment parameter update unit 81 stores
the base adjustment amount (AXbase, AYbase, ASObase,
AYObase, AS1base, AY1base) obtained by the above-men-
tioned processing of steps S3 and S4 as the adjustment param-
eter (AX, AY, AS0, AY0, AS1, AY1) in the adjustment param-
eter storage unit 82, and the processing is completed.

For example, in the case where the number of repetitions of
the above-mentioned processing of steps S3 and S4 is set at 3,
the range of the adjustment parameter in the horizontal direc-
tion is set as AX'min=-4.0/N and AX'max=+4.0/N, and the
range thereof'in the vertical direction is set as AY'min=-2.0/N
and AY'max=+2.0/N. Furthermore, the interval in the hori-
zontal direction may be set such that AX'step=—1.0/N, and the
interval in the vertical direction may be set such that
AY'step=-0.5/N and AY'max=+0.5/N. In addition, in this
case, the range of the upper area inclination may be set such
that ASO'min=-2.0/N and AS0'max=+2.0/N, and the range of
the upper area vertical direction may be set such that
AY0'min=-1.0/N and AY0'max=+1.0/N. Furthermore, in a
similar case, the range of the inclination may be set such that
AS1'min=-2.0, the interval of the upper area vertical direction
may be set such that AY0'step=0.25/N, the interval of the
inclination of the lower area may be set such that
AS1'step=0.5/N, and the interval of the lower area in the
vertical direction may be set such that AY1'step=0.25/N.

As aresult of the above processing, it becomes possible to
set the adjustment parameter so that the matching evaluation
value error that evaluates the error amount in the disparity
image obtained by the process of stereo matching based on
the image, which is a captured stereo image, becomes a mini-
mum. Consequently, it becomes possible to adjust the offset
between the image-capturing directions of a plurality of cam-
eras, which capture a stereo image in accordance with adjust-
ment parameters. Furthermore, since the stereo matching pro-
cess is repeated while the above-mentioned calibration
process is performed, a disparity image continues to be gen-
erated. Consequently, it is possible to continue the calibration
process while maintaining a state in which a disparity image
continues to be generated. Thus, it is not necessary to sepa-
rately provide a step of performing calibration while the
image processing apparatus is manufactured as a product.
Thus, it becomes possible to realize calibration by only using
the image processing apparatus by the user without incurring
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a manufacturing cost. Furthermore, it is possible to repeat
calibration while a disparity image continues to be generated.
Thus, even if the optical axes of the cameras 21-1 and 21-2
change due to long-term deterioration, it becomes possible to
perform calibration in response to the change. Furthermore, it
is possible to perform calibration on the basis of the matching
evaluation value obtained by using the entire range of the
captured image. Consequently, it becomes possible to per-
form calibration with high robustness.

2. Second Embodiment

Another Exemplary Configuration of Image Processing
Apparatus

Although a case in which a calibration process is realized
using a software program has been described hereinbefore,
calibration may be realized by controlling the operation of
hardware that controls the image-capturing directions or the
like of the cameras 21-1 and 21-2. FIG. 14 illustrates an
example of the configuration of another embodiment of hard-
ware of an image processing apparatus to which the present
disclosure is applied, in which calibration can be performed
by controlling the operation of hardware. The components in
FIG. 14, which are identical to those of FIG. 1, are designated
with the same names and reference numerals, and the descrip-
tion thereof is thus omitted as appropriate.

A difference of the image processing apparatus 11 of FIG.
14 from the image processing apparatus 11 of FIG. 1 is that an
image offset correction unit 151 is provided in place of the
image offset correction unit 22.

In the image offset correction unit 22, correction images
are generated by correcting respective images of the cameras
21-1 and 21-2, which are captured in accordance with a
software program. In comparison, the image offset correction
unit 151 controls the image-capturing directions of the cam-
eras 21-1 and 21-2 so as to generate correction images.

Specifically, the image offset correction unit 151 controls
the tilt direction of the cameras 21-1 and 21-2, as indicated by
the arrows t1 and 12 in the left area of F1G. 15. Furthermore,
the image offset correction unit 151 controls the pan direction
of the cameras 21-1 and 21-2, as indicated by the arrows p1
and p2 in the central portion of FIG. 15. In addition, the image
offset correction unit 151 controls the rotational direction of
the cameras 21-1 and 21-2, as indicated by the arrows r1 and
r2 of the right area of FIG. 15.

In more detail, the image offset correction unit 151
includes an optical-axis adjustment amount conversion unit
171, and optical-axis adjustment units 172-1 and 172-2. The
optical-axis adjustment amount conversion unit 171 gener-
ates an optical-axis adjustment amount that controls tilt, pan,
and rotation of each of the cameras 21-1 and 21-2 on the basis
of the adjustment parameter (AX, AY, AS0, AY0, AS1, AY1)
stored in the adjustment parameter storage unit 82.

The optical-axis adjustment units 172-1 and 172-2 physi-
cally control respective tilt, pan, and rotation of the cameras
21-1 and 21-2, and corrects the offset of the image captured
by each of the cameras 21-1 and 21-2, thereby generate cor-
rection images, and supply the images to the matching unit
23.

Regarding the calibration process in the image processing
apparatus 11 of FIG. 14, only some of steps S2 to S4 of FIG.
6 difter. Thus, only different processes will be described.
Simplified Position Adjustment Process

A description will be given, with reference to the flowchart
of FIG. 16, ofa simplified position adjustment process, which
is a different process. The processing in the flowchart of FIG.
16 is the same as the processing of steps S21, S22, and S25 to
S31 in the flowchart of FIG. 7 except for the processing of
steps S123 and S124. Thus, the description thereofis omitted.
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That is, in step S123, the optical-axis adjustment amount
conversion unit 171 obtains the amount of adjustment of tilt
on the basis of the adjustment parameter (AY, AY0, AY1)
stored in the adjustment parameter storage unit 82, obtains the
amount of adjustment of pan on the basis of the adjustment
parameter AX, and obtains the amount of adjustment of rota-
tion on the basis of the adjustment parameter (AS0, AS1).
Then, the optical-axis adjustment amount conversion unit
171 supplies the obtained information on the adjustment
amount to the optical-axis adjustment units 172-1 and 172-2.

In step S124, the optical-axis adjustment units 172-1 and
172-2 control pan, tilt, and rotation of the cameras 21-1 and
21-2 on the basis of the adjustment amount from the optical-
axis adjustment amount conversion unit 171, thereby gener-
ate correction images, and supply the images to the matching
unit 23.

Regarding the detailed position adjustment process and the
inclination adjustment process corresponding to the process-
ing of steps S3 and S4, respectively, the corresponding pro-
cessing of steps S85 and S86 and the corresponding process-
ing of steps s105 and S106, are made to be the same as the
processing of steps S123 and S124, making it possible to
realize the same processing. Thus, the description thereof is
omitted.

As a result of the above processing, also in the image
processing apparatus 11 of FIG. 14, it becomes possible to
obtain the same advantages as those of the calibration process
in the case of the image processing apparatus 11 of FIG. 1.
3. Third Embodiment
Another Exemplary Configuration of Image Processing
Apparatus

In the foregoing, an example has been described in which,
in a stereo matching process, a disparity is obtained by using
dynamic programming or the like, and thereafter, a matching
evaluation value is calculated. However, calculation of a dis-
parity using dynamic programming has a high processing
load, and consequently, processing takes time. Therefore, by
defining a matching evaluation value error with a simpler
method, a stereo matching process may be realized without
calculating a disparity by using dynamic programming or the
like.

FIG. 17 shows an exemplary configuration of the image
processing apparatus 11 that is configured to calculate a
matching evaluation value error in a simple manner in a stereo
matching process. The components of the image processing
apparatus 11 in FIG. 17, which have the same functions as
those of the image processing apparatus 11 in FIG. 1, are
designated with the same names and reference numerals.
Accordingly, the descriptions thereof are omitted as appro-
priate. More specifically, the differences of the image pro-
cessing apparatus 11 in FIG. 17 from the image processing
apparatus 11 in FIG. 1 are that in the matching unit 23, the
vertical edge detection units 61-1 and 61-2 are deleted and
that in the stereo matching unit 62, a cost calculation unit 201,
a matching evaluation value calculation unit 202, and a dis-
parity calculation unit 203 are provided in place of the simi-
larity calculation unit 101 through to the disparity calculation
unit 105.

As shown in FIG. 18, the cost calculation unit 201 calcu-
lates the minimum value of the cost indicating the evaluation
value of the matching error amount between blocks in the
right and left images that are supplied from the image offset
correction unit 22 in correspondence with the offset amount
while the right and left images are offset in the vertical direc-
tion. More specifically, as shown in the upper area of FIG. 18,
for example, a left image P11 serving as a standard is divided
into blocks at a predetermined size. Then, the cost calculation
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unit 201, for example, calculates, as the cost, the inter-pixel
difference sum between blocks, which is obtained while shift-
ing the images in sequence in units of pixels in the horizontal
direction within an area Z1 of a right image P12 correspond-
ing to a block B of the upper area of FIG. 18. The area 71 is
set to contain, for example, a range in the right image P12 that
is atthe same height as the block B and that corresponds to the
horizontal position of the block B in the left image P11 with
the range being longer than the block B in the horizontal
direction, for example, in a state in which the right image P2
is shifted by the offset amount Ay in the vertical direction with
respect to the left image P1. Furthermore, as shown in the
lower area of FIG. 18, the cost calculation unit 201 causes the
left image P11 to change in units of pixels from an offset
amount Ay1 in the vertical direction to, for example, an offset
amount Ay2, and sets an area Z2 in accordance with the offset
amount Ay so as to sequentially calculate the cost, and stores
it in correspondence with the offset amount Ay.

The matching evaluation value calculation unit 202 first
obtains, for each offset amount Ay in the vertical direction,
the cost that becomes a minimum, which is obtained in the
area that is set in the corresponding right image in units of
blocks that are set in the left image serving as a standard.
Then, the matching evaluation value calculation unit 202
calculates the total sum, for all the images, of the cost that is
a minimum, which is obtained with respect to all the blocks,
as a matching evaluation value error for each offset amount
Ay. As a result of such processing, the matching evaluation
value calculation unit 202 obtains, for example, a waveform
W indicating a change in the matching evaluation value error
with respect to the offset amount Ay, as shown in FIG. 19.
Furthermore, as shown in FIG. 19, the matching evaluation
value calculation unit 202 outputs the matching evaluation
value error of an offset amount Aymin at which the matching
evaluation value error for each offset amount Ay becomes a
minimum as the matching evaluation value error with respect
to the right image P12 when the left image P11 is used as a
standard.

In the case of two stereo images such that a lattice-shaped
window glass provided on the side wall of a building is
projected as a result of capturing an image of a building at a
position away by a predetermined distance, there is a case in
which the relation between the matching evaluation value
error for each offset amount Ay and the offset amount Ay
becomes, for example, a waveform W1 shown in FIG. 20. In
such a case, there are a plurality oflocal minimum values. For
this reason, for example, when a local minimum value that is
a minimum value is set as a matching evaluation value of the
right image with respect to the left image serving as a stan-
dard, in FIG. 20, even if an offset amount Aymin1 is a correct
matching evaluation value error, in some cases, an error
occurs as a result of an offset amount Aymin2, which is
smaller than the offset amount Ayminl, being set as the
matching evaluation value error of the right image with
respect to the left image.

However, in general, in the case of a device such that one
housing is provided with two cameras, such as a 3D camera or
a 3D video camera, it is expected that the offset amount Ay
between two images is small. More specifically, in the case of
an image-capturing device having two cameras provided in
one housing, since an approximate position between the cam-
eras is fixed, it is expected that the positional relationship is
changed to a certain degree due to vibration, long-term dete-
rioration, or impact. Consequently, in the case that one hous-
ing is provided with two cameras, it is assumed that for the
offsetamount Ay between two images, a correct answer exists
near a state in which there is no vertical offset, that is, near the
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vertical offset amount Ay=0. Therefore, in such a case as in
FIG. 20, itis assumed that the matching evaluation value error
in the offset amount Aymin1 close to the offset amount Ay=0
is adopted.

The disparity calculation unit 203 obtains a disparity in
units of pixels on the basis of the relationship between pixels,
which is formed of relations between each block of the left
image in which the matching evaluation value error obtained
by the matching evaluation value calculation unit 202
becomes a minimum, and the corresponding block of the right
image. Then, the disparity calculation unit 203 generates and
outputs a disparity image on the basis of the obtained dispar-
ity.

Stereo Matching Process

Next, a description will be given, with reference to the
flowchart of FIG. 21, of a stereo matching process performed
by the image processing apparatus 11 of FIG. 17.

The calibration process of the image processing apparatus
11 of FIG. 17 is substantially the same as the calibration
process performed by the image processing apparatus 11 of
FIG. 1 described with reference to FIG. 6 except for the stereo
matching process. Thus, here, only the stereo matching pro-
cess will be described. However, in the image processing
apparatus 11 of FIG. 17, since the vertical edge detection
units 61-1 and 61-2 are omitted, a process for generating an
edge detection image on the basis of the left and right correc-
tion images is omitted. More specifically, the processes of
step S25 in the simplified position adjustment process of FIG.
7, step S87 in the detailed position adjustment process of FI1G.
10, and step S107 in the inclination adjustment process of
FIG. 12 are omitted.

Here, an example is described in which a matching evalu-
ation value, and a disparity up to the corresponding point of
the right image when the left image among the images cap-
tured by the cameras 21-1 and 21-2 as a standard are to be
obtained. Furthermore, the left image is denoted as p(x, y), the
right image is denoted as q(x, y), and the disparity to be
obtained is denoted as disparity(x, y) (d_min=disparity(x,
y)=d_max). d_min is the minimum value of the disparity to be
obtained, for example, d_max=-63. d_max is the maximum
value of the disparity to be obtained, for example, d_max=63.

In step S201, the cost calculation unit 201 initializes the
counter Ayc that indicates an offset amount to Ayc=0.

In step S202, when the cost calculation unit 201 calculates
a matching evaluation value, which is the evaluation value of
the matching error amount of the offset amount Ayc, the cost
calculation unit 201 calculates, for each block of the left
image serving as a standard, the following equation (26) so as
to calculate the cost (%, y, d) while shifting the reference area
of the corresponding right image in the horizontal direction.

cost(x, y, )= | > ABS(p(x+i y+)-glx+d+iy+jy (O
i=-1,0,1 j=-1,0,1

In equation (26) that obtains the cost(x, y, d), an example is
described in which the difference absolute value sum (SAD)
of'the luminance difference of the block area of 3x3 pixels is
used; however, the block area is not limited to this block size.
Furthermore, when the cost(x, y, d) is to be obtained, a cal-
culation using a difference sum of squares (SSD) rather than
a difference absolute value sum (SAD) may be performed.
Here, d is the offset amount in the horizontal direction.

In addition, with respect to each block, the matching evalu-
ation value calculation unit 202 selects an offset amount in the
horizontal direction, which is min(cost(X, y, d)), whose cost



US 9,161,015 B2

23

(%, y, d) is minimum, calculates the total sum in all the blocks
as shown in the following equation (27), and calculates the
total sum as the matching evaluation value error of the offset
amount Ayc.

error = Z min(cost(x, y, d)) @n

Xy

In step S203, the cost calculation unit 201 sets, with respect
to the offset amount Ayc, offset amounts Ayl (=c-step) and
AyR (=c+step), which exist in the neighborhood separated by
a predetermined distance (step: constant). With regard to the
relation of the matching evaluation value error to the offset
amount Ay, for example, as shown in FIG. 22, it is necessary
to generate a waveform in which the horizontal axis repre-
sents an offset amount in the vertical direction and the vertical
direction represents a matching evaluation value error for
each offset amount. Consequently, the offset amount that is
set in the left side to the offset amount Ayc in the waveform
shown in FIG. 22 is set as an offset amount AyL. (=c-step),
and similarly, the offset amount that is set in the right side to
the offset amount Ayc is set as an offset amount AyR (=c+
step).

In step S204, the cost calculation unit 201 and the matching
evaluation value calculation unit 202 calculate equations (26)
and (27) described above, respectively, thereby calculating
the cost and the matching evaluation value error in the respec-
tive offset amounts Ayl and AyR.

In step S205, the matching evaluation value calculation
unit 202 determines whether or not the local minimum value
of the matching evaluation value error is contained in the
range of the offset amounts Ayl, to AyR on the basis of
whether or not the relation of the following equation (28) is
satisfied.

Ay, is at valley of error= (28)
true .. error{Ay,,;) — error{Ay,) > Thy and
error{Ay,—;) — error(Ay,) > Thy
false .. otherelse

Here, Ayn represents the predetermined offset amount in
the vertical direction, the offset amounts Ayn+i and Ayn—i are
each an offset amount separated by i pixels in the positive and
negative directions from the offset amount Ayn, respectively,
and Tho is a predetermined threshold value. Furthermore,
here, the offset amounts Ayn—i, Ayn, and Ayn+i correspond to
the offset amounts AyL,, Ayc, and AyR, respectively, and i
corresponds to step (i=step). More specifically, in a case
where a waveform is formed in which the offset amount is
plotted in the horizontal axis and the matching evaluation
value is plotted in the vertical axis, when the matching evalu-
ation value error is obtained in the order of the offset amounts
AyL, Ayc, and AyR, when a downwardly convex waveform
with the offset amount Ayc being an apex is formed, equation
(28) becomes true (including a local minimum value) and
when otherwise, equation (28) becomes false (not including a
local minimum value). Therefore, for example, in such a case
as that shown in the upper area of FIG. 22, the error monoto-
nously increases in the order of the offset amounts Ayl Ayc,
and AyR. As aresult, since the relation of equation (28) above
is not satisfied, the process proceeds to step S206.
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In step S206, the matching evaluation value calculation
unit 202 sets the counter Ayc so that the smaller of the match-
ing evaluation value errors corresponding to the offset
amounts Ayl. and AyR, respectively, becomes an offset
amount Ayc, and the process returns to step S203.

More specifically, for example, as shown in the upper area
of FIG. 22, in the case where the offset amount Ayc is set in
the state of the offset amount Ayc=0, and the offset amounts
AyL and AyR are set to the left and right thereof, when the
error monotonously increases in the order of the offset
amounts AyL,, Ayc, and AyR, a local minimum value does not
exist in the offset amounts AyL. to AyR. Consequently, as
shown in the lower area of FIG. 22, the offset amounts AyL to
AyR are newly set. More specifically, in the upper area of FIG.
22, since the matching evaluation value error of the offset
amount AyL. among the offset amounts AyL. and AyR is
smaller, the offset amount AyL. is set as the next offset amount
Ayc, and new offset amounts Ayl and AyR are set before and
after the newly set offset amount Ayc. This is based on the
constraint condition in which a local minimum value in which
the offset amount Ayc is close to zero as described above is
assumed as the matching evaluation value error (the matching
evaluation value error of the reference image with respect to
the standard image) of the right image with respect to the left
image serving as a standard. The processing of steps S203 to
S206 is sequentially repeated until a range containing the
local minimum value such as that described above at a posi-
tion close to the offset amount Ay=0 is searched.

In step S206, for example, as shown in the lower area of
FIG. 22, arelation is reached in which a local minimum value
is contained in the range of the offset amounts Ayl to AyR,
which is set in such a manner as to correspond to the offset
amount Ayc, that is, when a downwardly convex waveform
with the matching evaluation value of the offset amount Ayc
being a local minimum value is formed, the condition of
equation (28) is satisfied. Thus, the process proceeds to step
S207.

Instep S207, the cost calculation unit 201 and the matching
evaluation value calculation unit 202 calculate all the match-
ing evaluation values, which exist between the offset amounts
Ayc-step and Ayc+step corresponding to the offset amounts
AyL and AyR, respectively. More specifically, as shown by
the white circles in the upper area of FIG. 23, when the offset
amounts Ayl and AyR are brought into a relation of contain-
ing a local minimum value that is set in such a manner as to
correspond to the offset amount Ayc, all the matching evalu-
ation values, which are indicated by the black circles in the
lower area of FIG. 23, are obtained.

In step S208, the matching evaluation value calculation
unit 202 adopts the minimum value of the matching evalua-
tion values for all the offset amounts, which exist between the
offsetamounts Ayc-step and Ayc+step, as the matching evalu-
ation value error of the right image (reference image) with
respect to the left image (standard image). More specifically,
regarding the matching evaluation value error of the right
image, which is a reference image for the left image (a stan-
dard image obtained in this manner), the local minimum
value of the matching evaluation value error, which is an
offset amount closest to the offset amount Ay=0, is adopted.
Therefore, for example, in the case such as that shown in the
lower area of FI1G. 23, the matching evaluation value error at
aposition indicated by the offset amount Aymin among all the
obtained matching evaluation value errors is adopted as the
matching evaluation value error of the right image with
respect to the left image that is the standard image.

In step S209, the disparity calculation unit 203 calculates a
disparity on the basis of the relation between the blocks of the
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left and right images corresponding to the offset amount Ay
that is adopted in the matching evaluation value error, gener-
ates a disparity image, and outputs it.

With the above processing, as a result of setting i=step to be
large to a certain degree with respect to the minimum unit of
the offset in the vertical direction, after a search is roughly
made in a range in which the local minimum value of the
matching evaluation value exists starting from a range close
to the offset amount Ay=0, the matching evaluation value
error is calculated in detail with regard to all the offset
amounts Ay, making it possible to identify at a high speed the
matching evaluation value error of the reference image with
respect to the standard image. Furthermore, in the above
stereo matching process, processing with a large processing
load, such as dynamic programming, is not included, making
it possible to reduce the processing load and increase the
processing speed. If a matching evaluation value is obtained
atintervals sufficiently small with respect to the distance from
the offset amount Ayc set as a step, after the range containing
a local minimum value is obtained, it is not necessarily nec-
essary to obtain the matching evaluation values for all the
offset amounts. More specifically, it is sufficient to determine
that the matching evaluation value for any offset amount
satisfies the constraint condition in which the matching evalu-
ation value is closest to the offset amount Ay=0 and is a local
minimum value. Consequently, it is not necessary to obtain all
the matching evaluation values for the offset amount, and the
number of intervals thereof may be reduced as necessary. As
described above, by obtaining the matching evaluation values
for the offset amount, by reducing the number of the intervals,
it is possible to more reduce the load of the stereo matching
process and more increase the processing speed.

In the foregoing, whether or not a local minimum value is
contained is determined on the basis of whether or not the
relation of equation (28) above is satisfied. Another method
may beused as long as the determination as to whether or not
a local minimum value is contained is possible. For example,
whether or not a local minimum value is contained may be
determined on the basis of the inclination relation such as that
shown in the following equation (29).

Ay, is at valley of error = 29
AYnei) = Ayn
e -, STOMAYn) —error(Aya) Thy and
n+i—n
Ayp) = Ayp;
error{(Ay,) errC_n( Y )<—Th1
n—(n-1i
false .. otherelse

Here, Thl represents a predetermined threshold value.
More specifically, in equation (29), when the inclination of
the matching evaluation value for the offset amount is a posi-
tive inclination larger than a predetermined threshold value
Th1 with respect to the offset amount Ayn to the offset amount
Ayn+i, and when the inclination of the matching evaluation
value for the offset amount is a negative inclination smaller
than a predetermined threshold value -Th1 with respect to the
offset amount Ayn-1 to the offset amount Ayn, equation (29)
becomes true (including a local minimum value), and when
otherwise, equation (29) becomes false (not including a local
minimum value).

According to the above, it is possible to realize a stereo
matching process without using calculations having a large
load, such as dynamic programming, thereby making it pos-
sible to increase the processing speed. Furthermore, the range
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containing the local minimum value of the matching evalua-
tion value is sequentially searched from the neighborhood
containing the offset amount Ay=0 in such a manner as to be
separated from the offset amount Ay=0 at coarse accuracy,
and thereafter, the matching evaluation value of only the
searched range is obtained in detail so as to search for a local
minimum value. As a result, it becomes possible to search, as
the matching evaluation value of the reference image with
respect to the standard image, for a matching evaluation value
for the offset amount Ay, which is closest to the offset amount
Ay=0 and is a local minimum value, at a high speed. In the
case that the processing speed of the image processing appa-
ratus 11 is, for example, sufficiently fast, and the image pro-
cessing apparatus 11 can perform more processing, after all
the matching evaluation values for the offset amount Ay are
obtained, the matching evaluation value, which is closest to
the offset amount Ay=0 and is a local minimum value, is
searched as a matching evaluation value of the reference
image with respect to the standard image. In addition, in the
foregoing, an example has been described in which a match-
ing evaluation value is obtained with respect to an offset
amount Ay in the vertical direction. Alternatively, similarly, a
matching evaluation value may be obtained for an offset
amount in the horizontal direction, so that the minimum value
thereof is set as a matching evaluation value of the reference
image with respect to the standard image.

The above-described series of image processing can be
performed by hardware and also by software. When the series
of processing is to be performed by software, a program
constituting the software is installed from a recording
medium into a computer that is incorporated in dedicated
hardware, or such a program is installed from a recording
medium into a general-purpose computer capable of perform-
ing various processes by installing various programs.

FIG. 24 illustrates an exemplary configuration of'a general-
purpose personal computer. The personal computer has a
central processing unit (CPU) 1001 incorporated therein. An
input/output interface 1005 is connected to the CPU 1001
through a bus 1004. A read only memory (ROM) 1002 and a
random access memory (RAM) 1003 are connected to the bus
1004.

An input unit 1006 including input devices, such as a
keyboard and a mouse, through which a user inputs an opera-
tion command, an output unit 1007 for outputting a process-
ing operation screen and an image of a processing result to a
display device, a storage unit 1008 including a hard disk drive
for storing programs and various data, and a communication
unit 1009 for performing a communication process via a
network typified by the Internet, the communication unit
1009 including a local area network (LLAN) adaptor or the
like, are connected to the input/output interface 1005. Fur-
thermore, a drive 1010 that reads and writes data from and to
aremovable medium 1011, such as a magnetic disc (including
a flexible disc), an optical disc (CD-ROM (Compact Disc-
Read Only Memory), and a DVD (Digital Versatile Disc), a
magneto-optical disc (including an MD (Mini Disc)), or a
semiconductor memory, is connected to the input/output
interface 1005.

The CPU 1001 performs various types of processing in
accordance with a program stored in the ROM 1002 or in
accordance with a program that is read from the removable
medium 1011, such as a magnetic disc, an optical disc, a
magneto-optical disc, or a semiconductor memory, that is
installed into the storage unit 1008, and that is loaded from the
storage unit 1008 to the RAM 1003. Data or the like that is
necessary for the CPU 1001 to perform various types of
processing is also stored as appropriate in the RAM 1003.
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In the computer configured as described above, the CPU
1001 loads a program stored in the storage unit 1008 into the
RAM 1003 and executes the program through the input/
output interface 1005 and the bus 1004, thereby performing
the above-described series of processing.

The program executed by the computer (CPU 1001) can be
provided in such a manner that, for example, it is recorded on
a removable medium 1011 as a packaged medium. Further-
more, the program can be provided through a wired or wire-
less transmission medium, such as a local area network, the
Internet, or a digital satellite broadcast.

In the computer, the program can be installed into the
storage unit 1008 through the input/output interface 1005 by
loading the removable medium 1011 into the drive 1010.
Furthermore, the program can be received by the communi-
cation unit 1009 and installed into the storage unit 1008
through a wired or wireless transmission medium. In addi-
tion, the program can be installed in advance into the ROM
1002 and/or the storage unit 1008.

The program executed by the computer may be a program
that is processed in a time-series manner in accordance with
the order described in the present specification, and may be a
program that is processed in parallel or at a necessary timing,
such as when being called.

Furthermore, in the present specification, the system refers
to an assembly of a plurality of components (devices, mod-
ules (parts), etc.), and it does not matter whether or not all the
components are within the same housing. Therefore, a plu-
rality of devices that are housed in separate housings and that
are connected through a network, and one device in which a
plurality of modules are housed within one housing, are both
referred to as a system.

The embodiments of the present disclosure are not limited
to the above-described embodiments, and various changes
are possible within the scope not departing from the gist of the
present disclosure.

For example, the present disclosure can take the configu-
ration of cloud computing in which one function is shared by
a plurality of devices through a network and processed in
cooperation.

Furthermore, the steps described in the above-described
flowcharts can be performed by one device and can also be
shared and performed by a plurality of devices.

In addition, in a case where a plurality of processes are
included in one step, the plurality of processes included in the
one step can be performed by one device and can also be
shared and performed by a plurality of devices.

The present disclosure can take the following configura-
tions.

(1) An image processing apparatus including:

an image obtaining unit configured to obtain a plurality of
images, which are images of the same subject captured from
different viewpoints;

an image offset correction unit configured to modify the
plurality of images obtained by the image obtaining unit on
the basis of parameters for correcting image offset and gen-
erate a correction image for each of the obtained images;

an evaluation value calculation unit configured to calcu-
late, as an evaluation value, an integration value, for an entire
screen, of an error amount indicating a degree at which asso-
ciation in a parallax direction among the plurality of correc-
tion images that are generated by the image offset correction
unit is not possible; and

an update unit configured to change a parameter that is
necessary for association in the parallax direction among the
parameters so as to update the parameter so that the evaluation
value becomes a minimum.
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(2) The image processing apparatus as set forth in (1),
wherein the update unit changes a shift amount, among the
parameters, at coarse intervals of pixels in a two-dimen-
sional direction over the entire range of the image so as to
update the shift amount to a shift amount for which the
evaluation value becomes a minimum, and further changes
the shift amount at detailed intervals of pixels in the two-
dimensional direction over a range in the vicinity of the
shift amount searched by changing the shift amount at the
coarse intervals of pixels so as to update the shift amount to
a shift amount for which the evaluation value becomes a
minimum.

(3) The image processing apparatus as set forth in (1) or (2),
wherein the update unit changes inclination components,
among the parameters, which are perpendicular to a paral-
lax search direction, which is a direction of association
among the plurality of images, so as to update the inclina-
tion components to inclination components for which the
evaluation value becomes a minimum.

(4) The image processing apparatus as set forth in (3),
wherein the update unit divides the inclination compo-
nents, among the parameters, in a direction perpendicular
to a parallax search direction, which is a direction of asso-
ciation among the plurality of images, and individually
changes the inclination component so as to update the
inclination components to inclination components for
which the evaluation value becomes a minimum.

(5) The image processing apparatus as set forth in one of (1)
to (3), wherein the evaluation value calculation unit calcu-
lates, as an evaluation value, an integration value, for the
entire screen, of an error amount indicating a degree at
which association in the parallax direction among the plu-
rality of correction images that are generated by the image
offset correction unit is not possible so that contribution
made by a peripheral portion of the image is small.

(6) The image processing apparatus as set forth in one of (1)
to (5), wherein the evaluation value calculation unit calcu-
lates, as an entire screen total sum of difference absolute
value sums of block matching, an integration value, for the
entire screen, of an error amount indicating a degree at
which association in the parallax direction among the plu-
rality of correction images that are generated by the image
offset correction unit is not possible, and sets a calculation
result as an evaluation value.

(7) The image processing apparatus as set forth in (6),
wherein the evaluation value calculation unit calculates,
using dynamic programming, an integration value, for the
entire screen, of an error amount indicating a degree at
which association in the parallax direction among the plu-
rality of correction images that are generated by the image
offset correction unit is not possible, and sets a calculation
result as an evaluation value.

(8) The image processing apparatus as set forth in (6),
wherein the evaluation value calculation unit calculates,
for each offset amount among the plurality of correction
images, an integration value, for the entire screen, of an
error amount indicating a degree at which association in the
parallax direction among the plurality of correction images
that are generated by the image offset correction unit is not
possible, as an entire screen total sum of difference abso-
lute value sums of block matching, and sets the local mini-
mum value among the calculation results, in which the
offset amount is closest to 0, as an evaluation value.

(9) The image processing apparatus as set forth in (8),
wherein the evaluation value calculation unit calculates, at
each coarse offset interval among the plurality of correc-
tion images, an integration value, for the entire screen, of
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an error amount indicating a degree at which association in
the parallax direction among the plurality of correction
images that are generated by the image offset correction
unit is not possible, as an entire screen total sum of differ-
ence absolute value sums of block matching, searches the
calculation results in a range in which the offset amount is
closest to 0 and a local minimum value is contained, and
sets the local minimum value of the entire screen total sum
that is obtained in detail in the searched range as an evalu-
ation value.

(10) The image processing apparatus as set forth in one of (1)
to (9), wherein the evaluation value calculation unit calcu-
lates, as an evaluation value, a total sum of integration
values, for the entire screen, of an error amount indicating
a degree at which association in the parallax direction
between a standard image and reference images other than
the standard image from among the plurality of correction
images that are generated by the image offset correction
unit is not possible.

(11) The image processing apparatus as set forth in one of (1)
to (10), further including an image-capturing unit config-
ured to capture images of the same subject from different
viewpoints,
wherein the image obtaining unit obtains a plurality of

images, which are images of the same subject captured from

different viewpoints by using the image-capturing unit, and

wherein the image offset correction unit modifies the plu-
rality of images that are obtained by the image obtaining unit
by moving an optical axis that becomes an image-capturing
direction in the image-capturing unit on the basis of a param-
eter for correcting image offset, and generates a correction
image for each of the obtained images.

(12) An image processing method for use with an image
processing apparatus including:
an image obtaining unit configured to obtain a plurality of

images, which are images of the same subject captured from

different viewpoints,

an image offset correction unit configured to modify the
plurality of images obtained by the image obtaining unit on
the basis of parameters for correcting image offset and gen-
erate a correction image for each of the obtained images,

an evaluation value calculation unit configured to calcu-
late, as an evaluation value, an integration value, for an entire
screen, of an error amount indicating a degree at which asso-
ciation in a parallax direction among the plurality of correc-
tion images that are generated by the image offset correction
unit is not possible, and

an update unit configured to change a parameter that is
necessary for association in the parallax direction among the
parameters so as to update the parameter so that the evaluation
value becomes a minimum, the image processing method
including:

obtaining, in the image obtaining unit, a plurality of
images, which are images of the same subject captured from
different viewpoints;

modifying, in the image offset correction unit, the plurality
of'images that are obtained in the process of the image obtain-
ing on the basis of a parameter for correcting image offset and
generating a correction image for each of the obtained
images;

calculating, in the evaluation value calculation unit, as an
evaluation value, an integration value, for an entire screen, of

an error amount indicating a degree at which associationin a

parallax direction among the plurality of correction images

that are generated in the process of the image offset correction
is not possible; and
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changing, in the update unit, a parameter that is necessary
for association in the parallax direction among the parameters
and updating the parameter so that the evaluation value
becomes a minimum.

(13) A program for causing a computer that controls an image
processing apparatus to perform processing, the image
processing apparatus including:
an image obtaining unit configured to obtain a plurality of

images, which are images of the same subject captured from

different viewpoints,

an image offset correction unit configured to modify the
plurality of images obtained by the image obtaining unit on
the basis of parameters for correcting image offset and gen-
erate a correction image for each of the obtained images,

an evaluation value calculation unit configured to calcu-
late, as an evaluation value, an integration value, for an entire
screen, of an error amount indicating a degree at which asso-
ciation in a parallax direction among the plurality of correc-
tion images that are generated by the image offset correction
unit is not possible, and

an update unit configured to change a parameter that is
necessary for association in the parallax direction among the
parameters so as to update the parameter so that the evaluation
value becomes a minimum, the processing including:

obtaining, in the image obtaining unit, a plurality of
images, which are images of the same subject captured from
different viewpoints;

modifying, in the image offset correction unit, the plurality
of'images that are obtained in the process of the image obtain-
ing on the basis of a parameter for correcting image offset and
generating a correction image for each of the obtained
images;

calculating, in the evaluation value calculation unit, as an
evaluation value, an integration value, for an entire screen, of
an error amount indicating a degree at which association in a
parallax direction among the plurality of correction images
that are generated in the process of the image offset correction
is not possible; and

changing, in the update unit, a parameter that is necessary
for association in the parallax direction among the parameters
and updating the parameter so that the evaluation value
becomes a minimum.

In this specification, steps describing a program recorded
on a recording medium include processes that are performed
in a time-series manner according to the written order, but
also processes that are performed in parallel or individually
although they may not be performed in a time-series manner.

The present application contains subject matter related to
that disclosed in Japanese Priority Patent Application JP
2011-019274 filed in the Japan Patent Office on Jan. 31,2011,
the entire content of which is hereby incorporated by refer-
ence.

It should be understood by those skilled in the art that
various modifications, combinations, sub-combinations and
alterations may occur depending on design requirements and
other factors insofar as they are within the scope of the
appended claims or the equivalents thereof.

What is claimed is:

1. An image processing apparatus comprising:

a processor;

a memory for storing instructions executable by the pro-

cessor;

wherein the processor is configured to:

obtain a plurality of images of a subject captured from
different viewpoints;

modify the plurality of images on the basis of adjustment
parameters for correcting image offset and generate a
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correction image for each of the plurality of images,
the adjustment parameters including parallax compo-
nents for correcting the image offset in a parallax
direction, and inclination components for correcting
the image offset in a direction perpendicular to the
parallax direction;
calculate an integration value over pixels of an entire
screen, the integration value being an evaluation value
of an error amount indicating a degree of matching
among the plurality of correction images; and
change the adjustment parameters so that the evaluation
value becomes a minimum, wherein the parallax com-
ponents of the adjustment parameters are
changed at coarse intervals of pixels to reach a first set
of parameters so that the evaluation value becomes
a first minimum, and
changed in the vicinity of the first set of parameters to
reach a second set of parameters so that the evalu-
ation value becomes a second minimum.
2. The image processing apparatus according to claim 1,
wherein the processor is further configured to
changes change a shift amount, among the adjustment
parameters, at coarse intervals of pixels in a two-dimen-
sional direction over the entire range of the image so as
to update the shift amount to a shift amount for which the
evaluation value becomes a minimum, and further
change the shift amount at detailed intervals of pixels in
the two-dimensional direction over a range in the vicin-
ity of the shift amount searched by changing the shift
amount at the coarse intervals of pixels so as to update
the shift amount to a shift amount for which the evalu-
ation value becomes a minimum.
3. The image processing apparatus according to claim 1,
wherein the processor is further configured to
change the inclination components, among the adjustment
parameters, which are perpendicular to a parallax search
direction, which is a direction of association among the
plurality of images, so as to update the inclination com-
ponents to inclination components for which the evalu-
ation value becomes a minimum.
4. The image processing apparatus according to claim 3,
wherein the processor is further configured to
divide the inclination components, among the adjustment
parameters, in a direction perpendicular to a parallax
search direction, which is a direction of association
among the plurality of images, and individually change
the inclination component so as to update the inclination
components to inclination components for which the
evaluation value becomes a minimum.
5. The image processing apparatus according to claim 1,
wherein the processor is further configured to
calculate the integration value so that contribution made by
a peripheral portion of the image is small.
6. The image processing apparatus according to claim 1,
wherein the processor is further configured to
calculate, as an entire screen total sum of difference abso-
lute value sums of block matching, an integration value,
for the entire screen, of an error amount indicating a
degree of matching among the plurality of correction
images, and set the calculation result as an evaluation
value.
7. The image processing apparatus according to claim 6,
wherein the processor is further configured to
calculate, using dynamic programming, an integration
value, for the entire screen, of an error amount indicating

32

a degree of matching among the plurality of correction
images, and set the calculation result as an evaluation
value.

8. The image processing apparatus according to claim 6,

5 wherein the processor is further configured to

10

20

25

30

35

40

45

50

55

60

65

calculate, for each offset amount among the plurality of
correction images, an integration value, for the entire
screen, of an error amount indicating a degree of match-
ing among the plurality of correction images, as an entire
screen total sum of difference absolute value sums of
block matching, and set the local minimum value among
the calculation results, in which the offset amount is
closest to 0, as an evaluation value.

9. The image processing apparatus according to claim 8,

wherein the processor is further configured to

calculate, at each coarse offset interval among the plurality
of correction images, an integration value, for the entire
screen, of an error amount indicating a degree of match-
ing among the plurality of correction images, as an entire
screen total sum of difference absolute value sums of
block matching, search the calculation results in a range
in which the offset amount is closest to 0 and a local
minimum value is contained, and set the local minimum
value of the entire screen total sum that is obtained in
detail in the searched range as an evaluation value.

10. The image processing apparatus according to claim 1,

wherein the processor is further configured to

calculate, as an evaluation value, a total sum of integration
values, for the entire screen, of an error amount indicat-
ing a degree of matching between a standard image and
reference images other than the standard image from
among the plurality of correction images.

11. The image processing apparatus according to claim 1,

further comprising

an image-capturing unit configured to capture the plurality
of images of the same subject from different viewpoints,

wherein the processor is configured to modify the plurality
of images by moving an image-capturing direction of
the image-capturing unit on the basis of the adjustment
parameters for correcting image offset, and generate a
correction image for each of the plurality of images.

12. An image processing method for use with an image

processing apparatus, the method comprising:

obtaining a plurality of images of a subject captured from
different viewpoints;
modifying the plurality of images on the basis of adjust-
ment parameters for correcting image offset and gener-
ating a correction image for each of the plurality of
images, the adjustment parameters including parallax
components for correcting the image offset in a parallax
direction, and inclination components for correcting the
image offset in a direction perpendicular to the parallax
direction;
calculating an integration value over pixels of an entire
screen, the integration value being an evaluation value of
an error amount indicating a degree of matching among
the plurality of correction images; and
changing the adjustment parameters so that the evaluation
value becomes a minimum, wherein the parallax com-
ponents of the adjustment parameters are
changed at coarse intervals of pixels to reach a first set of
parameters so that the evaluation value becomes a first
minimum, and
changed in the vicinity of the first set of parameters to
reach a second set of parameters so that the evaluation
value becomes a second minimum.
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13. A non-transitory computer-readable medium including
instructions, which, when executed by a computer, cause the
computer to control an image processing apparatus to per-
form an image processing method, the method comprising:

obtaining a plurality of images of a subject captured from

different viewpoints;

modifying the plurality of images on the basis of adjust-

ment parameters for correcting image offset and gener-
ating a correction image for each of the plurality of
images, the adjustment parameters including parallax
components for correcting the image offset in a parallax
direction, and inclination components for correcting the
image offset in a direction perpendicular to the parallax
direction;

calculating an integration value over pixels of an entire

screen, the integration value being an evaluation value of
an error amount indicating a degree of matching among
the plurality of correction images; and

changing the adjustment parameters so that the evaluation

value becomes a minimum, wherein the parallax com-

ponents of the adjustment parameters are

changed at coarse intervals of pixels to reach a first set of
parameters so that the evaluation value becomes a first
minimum, and

changed in the vicinity of the first set of parameters to
reach a second set of parameters so that the evaluation
value becomes a second minimum.
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